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Abstract

With the rapid increase in the volume of Arabic reviews that use applications such as
online review sites, blogs, forums, social networking, and so forth, comes at an
increasing demand for Arabic opinion mining techniques. In Arabic language,
researchs in this area is progressing at a very slow pace compared to that being

carried out in English and other languages.

In this thesis, we highlight two problems for Arabic opinion mining technique:
firstly, when analyzing review having different features with diverse opinion
strengths. It considers all features extracted from the reviews to be equally important
in failing to determine the proper polarity of the review and makes the review’s
sentiment classification less accurate. Secondly, the opinion summary for each
feature doesn’t consider the sub-features that represented it and makes the feature-
based summary is incomplete. This research presents a technique using ontology that
work at feature level classification to classify Arabic user generated reviews by
identifying the important features from the review based on level of these features on
the ontology tree and to generate an opinion summary for each feature in the whole
corpus by identifiying the opinion of its sub-feature terms in the ontology. To
evaluate our work, we use public datasets which are hotels and books datasets. We
use accuracy, recall, precision, f-measure metrics to evaluate the performance and
compare the results with other supervised or unsupervised techniques. Also,
subjective evaluation is used in our method to demonstrate the effectiveness of
feature and opinion extraction process and summarization. We show that our method
improves the performance compared with other opinion mining classification
techniques, obtaining 78.83% f-measure in hotel domain and 79.18% in book
domain. Furthermore, subjective evaluation shows the effectiveness of our method
by obtaining an average f-measure of 84.62% in hotel domain and 86.31% in book

domain.

Keywords: Arabic Opinion Mining, Sentiment Classification, Feature level opinion

mining, Ontology, Opinion Mining Summarization.
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Chapter 1

Introduction

This chapter is an introduction to the thesis, first it gives a brief description of
opinion mining, opinion mining in Arabic language and then, description about
opinion mining level and approaches. In addition, it states the thesis problem, the
research objectives, the significance of the thesis, the scope and limitation of the

thesis work, and the research methodology.
1.1 Opinion Mining

In the last decade, the number of Internet users has increased significantly. This
increase can be seen as the result of the technologies that facilitated the widespread
of the Internet, along with the various online services such as online review sites,
forums, blogs, social networking sites, and others (Al Shboul, Al-Ayyouby, &
Jararwehy, 2015). The exposure of people to these online services allowed them to
express their feelings and emotions regarding the provided services or in reaction to
some subject in their lives. Furthermore, organizations expolit the Internet to collect
people’s opinions about almost all the subjects that concern them through easing the
process of getting feedback or by collecting what people are feeling from the various
public websites (Al Shboul et al., 2015). After the collection of the raw unstructured
data containing these expressions, some processing must be needed to analyze the

peoples’ opinions. As a result, the field of opinion mining has emerged.

Opinion mining is concerned with analyzing the opinions of a particular matter
expressed by users in the form of natural language that appear in a series of texts.
The opinion mining process makes it possible to figure out whether a user’s opinion
IS positive, negative or neutral, and how score it is (Zhao & Li, 2009). In general,
opinion mining aims to determine the attitude of a speaker or a writer with respect to

some topic or the overall contextual polarity of a document.
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1.2 Opinion Mining in Arabic Language

Most researchs in the opinion mining field has focused on English texts, but little in
other languages like Arabic, despite the fact that Arabic is one of the top ten
languages used on the Internet, and is spoken by hundreds of millions of people
(Rushdi et al., 2011). Choosing to work in opinion mining with the Arabic language
is due to several challenges. Firstly, most reviewers express their opinion using slang
instead of modern standard Arabic (MSA). Secondly, the complexity of the language
in regards to both the morphology and the structure has created a lot of challenges
which result in very limited tools currently available for the aim of opinion mining
(Farra, Challita, Assi, & Hajj, 2010).

1.3 Opinion Mining Levels

Opinion Mining can be done at any one of the three levels: the document level,
sentence level, or feature level (Kaur & Duhan, 2015).

1.3.1 Document level

Document level classifies the whole document as positive, negative or neutral and
commonly known as document-level sentiment classification.

1.3.2 Sentence level

Sentence level classifies the sentences as positive, negative or neutral commonly
known as sentence-level sentiment classification.

1.3.3 Feature level

Feature level classifies sentences/documents as positive, negative or neutral based on
the aspects of those sentences/documents commonly known as aspect-level sentiment

classification.

For reviews, we should discover what exactly people liked and did not like. Both the

document level and sentence level analysis do not discover what exactly people liked
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or not (B. Liu, 2010). Therefore, this research concentrates at the feature-level, which

is little work in this field in Arabic opinion mining.
1.4 Opinion Mining Approaches

Many approaches are used in opinion mining classification such as: machine learning
approach, lexicon based approach, combined approach, ontology based opinion

mining approach, and feature based summary approach.

1.4.1 Machine Learning Approach (ML)

ML approach is typically a supervised approach in which a set of data labeled with
its class, such as positive, negative and neutral is represented by feature vectors.
Then, these vectors are used by the classifier as a training data inferring that a
combination of specific features yields a specific class using one of the supervised
classification algorithm (Morsy, 2011). Examples of classification algorithms are
Support Vector Machine (SVM), Naive Bayesian Classifier, Maximum Entropy
(Han, Kamber, & Pei, 2011).

1.4.2 Lexicon Based Approach (LB)

The LB approach is an unsupervised approach in which a sentiment lexicon is
created with each word having its weight as a number indicating its class. Then, this
lexicon is used to extract all sentiment words from the sentence and sum up their
polarities to determine if the sentence has an overall positive or negative sentiment in

addition to its intensity whether they hold strong or weak intensity (Morsy, 2011).

1.4.3 Combined Approach

In the combination approach, it uses both lexicon based and machine learning
approach. In LB based approach, it takes unannotated documents and identifies all
opinion words and phrases (using negations when needed). Then aggregate these
words to give a sentiment (positive or negative) to the document. Then use the ML
approach to classify as many documents as possible that remain from the LB
approach (Kim, Ganesan, Sondhi, & Zhai, 2011) .
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1.4.4 Feature-Based Summarization Approach

Feature-based summarization involves generating opinion summaries around a set of
features. These features are usually arbitrary topics that are considered important in
the text being summarized. In general, feature-based summarization is made up of
three distinct steps: feature identification, sentiment prediction and summary

generation.

1.4.5 Ontology Based Opinion Mining Approach

Ontologies provides a formal, structured knowledge representation with the
advantage of being reusable. However, it works using domain ontologies exploiting
the ontology as a taxonomy by using relations between concepts and also provides a
common vocabulary for a domain. Using ontology in opinion mining improves the
performance of feature based identification systems by providing the structuring of

the features and extraction of features. (Pang & Lee, 2008).

In this research, we use ontology in opinion mining classification to get several

advantages which are:

Structuring of features: Ontologies are tools that provide a lot of semantic
information. They help to define concepts, relationships, and entities that describe a
domain with an unlimited number of terms.

Extraction of features: Relationship between concepts and lexical information can
be used to extract explicit features.

Determine the important features: The concepts present on the top of the ontology
have more importance than other concepts that exist in the bottom of the top one. For
example, shown in figure (1.1) we show the ontology tree for camera domains with 4
levels. The first level is the root of the camera domain, and the second level has more
important features concerning the camera domain like the picture “s_, »=l” and video
“ »adll” etc., And the third level has features less important in camera domain, such as

the accessories “< ) suulY)” compression ‘bl etc., And so on.
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Camera level 1

body lens flash picture  delay Wdeo  level 2

accessories  glass shutter magnify light resolution color compression  time capture image resolution level 3
e |

e L T mode level 4
card handling menus size

Figure (1.1): Sample ontology for camera domain Mukherjee and Joshi (2013).

o Generate feature-based summary: We identify the opinion of each feature in
the whole corpus by identifying the opinion of its sub-class terms in the

ontology.
1.5 Problem Statement

First problem, opinion mining techniques do not work accurately for review having
different features with diverse opinion strengths, it considers all features extracted
from the review to be equally important in failing to determine the proper polarity of
the review. Second problem, the opinion summary generation for each feature
doesn’t consider the sub-features that represent it in the ontology and makes the
feature-based summary is incomplete. In this research, we use ontology structure to
determine the important feature in the review and to generate an opinion summary

for each feature.

1.6 Objectives

1.6.1 Main Objective

The main objective of our work is to provide technique that improve the performance
of Arabic opinion mining classification technique by using ontology to determine the
important features for the review having different features with diverse opinion
strengths and exploit the important features extracted to determine the proper polarity
of the review. Also, to generate opinion summary for each feature in the whole

corpus by identifiying the opinion of its sub-feature/class terms in the ontology
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1.6.2 Specific objectives:

10.

Collect Arabic reviews for product domain.

Investigating the most suitable opinion mining preprocessing techniques such as
(eg. Stop word removal, stemming, part of speech etc.).

Finding the best way to construct an ontology tree for the specific domain.
Determine the important features from the review using the ontology tree
constructed.

Determine the opinions of the features using public lexicon.

Exploit extracted features and opinions to determine the overall polarity of
review.

Summarization is done to generate feature-based summaries of document reviews.
Evaluate the performance using different performance metrics such as accuracy,
precision, recall and f-measure.

Compare our method with supervised methods.

Subjective evaluation of our method using the f-measure metric to ensure the

effectiveness of feature and opinion extraction process.

1.7 Signification

The significance of this research are:

Improve the performance of Arabic opinion mining at feature level classification
and generate complete feature-besed summary can be utilized for e-commerce
and many businesses’ benefit. It can be taken into account in product quality
improvement by understand what the Arabic customer like and dislike in the
product. Also, for the customer who wants to buy a product would like to know
the opinions about features in specific product from the existing users

Feature summary can be saving efforts and time by helping the manufactures to
find which features will be improved in the product that customer dislike it.
Mining Arabic opinions from these vast amounts of reviews becomes urgent, and
has attracted a lot of attentions from many Arabic researchers.

We are one of the few researchers who have worked at feature level in Arabic
opinion mining.
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1.8 Scope and Limitations

e Corpus collected in domain dependent reviews such hotels and books.
e We work at feature level opinion mining.

e We exclude the review that doesn't have the Arabic words and features.
e We manually add features that do not exist in the ontology.

e We use global lexicon to get the opinion of extracted features.

¢ We manually add opinions in our lexicons that do not exist in the global lexicons.
1.9 Methodology

To achieve our main objective to improve the accuracy for sentiment classification
we need to follow the following steps, as seen in figure (1.2), which has the

following steps:

&
= =2
i

Extract i
Preprocessing =] Product [=4 Important =]
Features

i

Document
Reviews

Figure (1.2): Flow diagram for our methodology.
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Step 1 - Document reviews: The datasets selected for our methodology are hotel
and book datasets from internet sites.

Step 2 - Preprocessing: The second step is text preprocessing. Preprocessing

includes sentence splitting, tokenization, POS tagging and stemming techniques.

Step 3 - Construct Ontology Tree: Building the ontology tree is the main step in
our method to extract features and determine the important features.

Step 4 - Extract Product Features: Ontology created is used to extract the product

features.

Step 5 - Determine Important Features: Identifying which feature is important

using the ontology constructed is the main contribution of our research.

Step 6 - Get Opinion of Extracted Features: Get opinion related to the features

extracted.

Step 7 - Determine the Polarity of Opinion Words: Identify the polarity of opinion

words are positive or negative.
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Step 8 - Determine the Overall Polarity of the review: Determine the overall
polarity (OP) of the reviews using a formula.

Step 9 - Summarization: Generating feature-based summaries of document reviews.

Step 10 - Evaluate the System: We compare our methods with other opinion mining

techniques.

Step 11 - Subjective evaluation: Because our method is subjective, it requires

subjective evaluation of our method.

These steps will be described in more detail in chapter four.

1.10 Overview of Thesis

This thesis consists of five main chapters, which are structured around the objectives

of the research. The main points discussed throughout the chapters are listed below:

Chapter 1 - Introduction: Will present the introduction, research problem,

objectives, scope, significance and our methodology.

Chapter 2 - Theoretical Background: This chapter presents details about the
opinion mining definition, the opinion mining levels, the opinion mining approaches,
the opinion mining classification based on supervised and unsupervised techniques,

and the concept of ontology and ontology used in opinion mining.
Chapter 3 - Related Works: It presents other works related to my thesis.

Chapter 4 - Methodology: It includes the methodological steps and the architecture
of our method. An explanation about each step used in our method.

Chapter 5 - Experiments and Results: It gives in detail the sets of experiments, and

discusses the experimental results.

Chapter 6 - Conclusion and Future work: It discusses the final conclusions and

presents possible future works.

10
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Chapter 2

Theoretical Background
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Chapter 2

Theoretical Background

This chapter provides some knowledge relevance to our work. We introduce the
definition of opinion mining, opinion mining levels, opinion mining approaches,
ontology concepts, databases, methods, and the preprocessing steps used in our
method.

2.1 Opinion Mining

Opinion mining is the field of study that analyzes people’s opinions, sentiments,
appraisals, evaluations, attitudes, and emotions towards entities such as products,
services, individuals, organizations, issues, events and their attributes. There are
other names also used for opinion mining e.g., Sentiment analysis, opinion
extraction, sentiment mining, subjectivity analysis, effect analysis, emotion analysis,
review mining, etc. The main objective of opinion mining is to extract features and
components of the object that have been commented in the review and to determine
whether the review is positive, or negative (Almas & Ahmad, 2007).

Opinion mining can be useful in different ways. It can help the vendors in market to
evaluate the success of a new product launch. also, to decide which versions of a
product are familiar and identify which features lovable or unloved to the customers.
Individual consumers also want to know the opinions of existing users of a product
before buying it, and others opinions about political candidates before making a
voting decision in a political election and others (Aggarwal & Zhai, 2012).

The field of opinion mining is recent and there are still a lot of challenges to be met
such as the use of slang language, the fact that the reviews are entered by various
people who vary in the way they expression or in the knowledge they use. Another
challenge that we have attempted to initialize in this research is the strength of
identified features in the review. That because, not all feature in the review have the

same important in failing to determine the proper polarity of the review.
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There are four levels on which opinion mining will be detailed in the following

subsections.

2.1.1 Document Level

Document opinion analysis is about classifying the overall document that have
sentiment words expressed by the authors. The task is to determine whether a
document is positive, negative or neutral (Wawre & Deshmukh). Document level
categorization attempts to classify sentiments in web forum postings, blogs, movie

and news articles.

2.1.2 Sentence Level

Opinion mining at sentence level classifies each sentence to positive or a negative
opinion. This is a more involved task than document-level classification. The first
task is to identify whether the sentence is subjective (opinionated) or objective. The
second task is to classify a subjective sentence and determine if it is positive,

negative or neutral (Ding & Liu, 2010).

2.1.3 Word Level

The task of determine which word is positive or negative sentiment in certain
domain. Words that represent a desirable state (e.g. Good) have a positive
orientation, while words that represent an undesirable state have a negative
orientation (e.g. Bad). To apply opinion mining, researchers have used a list of words
and phrases for adjectives, adverbs, verbs, and nouns that called the opinion lexicon
(Turney, 2002).

2.1.4 Feature or Aspect Level

Both the document level and the sentence level opinion mining do not discover what
exactly people liked and did not like. Aspect level performs fine-grained analysis.
Aspect level was recently called feature level (feature-based opinion mining and
summarization) (Lu, 2013). Instead of looking at entire documents, paragraphs,
sentences, clauses or phrases, feature level directly looks at the opinion itself. It is

based on the idea that an opinion consists of a positive or negative sentiment and a
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target of opinion. The benefit of opinion targets helps us to understand the opinion
mining problem better. In many applications, different features/aspects describe
opinion target. Thus, the goal of this level is to discover features and opinion about
their features. In our thesis, we work at the feature level opinion mining and make a

summarization about each feature.
2.2 Preprocessing for Opinion Mining

Preprocessing stage is the important stage at feature level opinion mining
classification, It includes sentence splitting, tokenizing strings of words, part of
speech (POS) tagging technique and finally applying the suitable term of stemming.
The following preprocessing process was used in the present work (Lazhar &
Yamina, 2012).

2.2.1 Sentence Splitting

Sentence splitter is used to identify sentence terminating such as “.” , “,” and also to

split the review into sentences.

2.2.2 Tokenization

In this process, a sequence of strings breaks into pieces such as words, phrases,
symbols and other elements, called tokens, so that, text mining algorithms could be
used. Arabic tokenization is complex due to the rich morphological features of
Arabic (Salloum & Habash, 2011).

2.2.3 Part-of-Speech Tagging

Part of Speech (POS) is a category used in linguistics that is defined by a syntactic
behavior of a word and plays important role in a sentence (Esuli & Sebastiani, 2006).
POS tagging is often used in sentiment analysis, especially due to the fact that it can
be used in word-sense disambiguation. A strong correlation between the presence of
adjectives and subjectivity in sentences has also been discovered (Pang & Lee,

2008). (Turney, 2002) used POS tagging to construct conceptual sentence phrases,
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most of them including an adjective or adverb. Product features are usually nouns or
noun phrases in the review (Ghorashi, Ibrahim, Noekhah, & Dastjerdi, 2012). Thus
the POS tagging is important process to information extraction (Esuli & Sebastiani,
2006). We used the Stanford parser (Stanford NLP Group, 2013) to produce the part-
of-speech tag for each word (whether the word is a noun, verb, adjective, etc.). The
process also identifies the simple noun or verb groups (syntactic chunking). A POS
tagger take a plain text document as input, and returns document where every word is
associated with a tag that indicates the part of speech term as output. An example of
POS has been discussed in (section 4.2). Table (2.1) illustrates the noun and the noun
phrase pattern. Also, a definite linguistic filtering pattern is a noun phrase as the

following patterns (Marcus, Marcinkiewicz, & Santorini, 1993).

Table (2.1): Describes the noun and noun phrases patterns (Marcus et al., 1993).

Noun and Noun phrases

NN

Noun NNP (Proper noun)

NNPS (Proper noun, plural)
NNS (Plural)
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2.2.4 Stemming

Stemming techniques can be used in text preprocessing to reduce different forms of
word to one form (root or stem) (Hadni, Lachkar, & Ouatik, 2012). There are two

different stemming techniques; root stemming and light stemming.

2.2.4.1 Arabic Root Stemming technique

Root stemming technique would reduce the Arabic words such as (plab,a=Uas ) to one

stem (p=k).

2.2.4.2 Arabic Light Stemming technique

Light stemming, in contrast, removes common affixes from words without reducing

them to their stems. For example, the light stemming approach, maps the word
(«us) to (Lus),

2.3 Opinion Mining Approaches

Semantic orientation (SO) determination is a task of determine whether a document,
sentence, or the feature has either positive or negative orientation. The following

subsection presents the major approaches for opinion mining classification.

2.3.1 Lexicon Based Approach

The lexicon-based approach has concentrated on using adjectives as indicators the
polarity of text. First, a list of adjectives and corresponding score values are
compiled into a dictionary. Then, for any given text, all adjective words are extracted
and annotated with their polarity, using the dictionary scores. The polarity scores are
aggregated into a final score for the review. In our method we use the general Arabic
Sentiment Lexicon called ArSenL (Qatar University, 2014) as will be detailed in the
following point.
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2.3.1.1 Arabic Sentiment Lexicon (ArSenL)

ArSenL is an Arabic sentiment lexicon containing a polarity score of opinion words.
Words in ArSenLare divided in four categories: adjective, adverb, verb, and noun. It
can be obtained from (Qatar University, 2014). ArSenL was built using WordNet3
(Princeton  University, 2010), SentiWordNet3 (SentiwordNet, 2013) and
Morphological Analyzer (jonsafar, 2013). It contains words with three scores as

given below, that is:

1. Positive score.
2. Negative score.

3. Objective score.

For every word, positive, negative and neutral scores are having values between 0.0
and 1.0 and the addition of all the scores, that is, positive score, negative score, and
objective score for a word, is 1. The objective score of 1.0 denotes that it is a neutral

word and does not express any opinion.

2.3.2 Machine Learning (ML) Approach

Like human learns from the past experiences, a computer doesn't have experiences,
but it learns from data, which represent some past experiences of the application
domain. Machine learning defined as "field of study that gives computers the ability
to learn without being explicitly programmed.” The machine learning approach for
opinion mining often rely on supervised classification methods. In this approach,
labeled data is used to train classifier. In supervised machine learning, two datasets
are used: train and test data. The training data contains a set of training sets. A test
data is the unseen data to evaluate classifier accuracy. In classification, the most

commonly features used in most methods are the following:

Boolean model: Which indicates the presence or absence of a word with Booleans

one or zero respectively.

Term Frequency: Is the number that the term T occurs in the document D.

17

www.manaraa.com



Term Frequency Inverse Document Frequency (TF-IDF): Is a common weight
scheme that is more meaningful, where large weights are assigned to terms that are
occurred frequently in relevant documents but rarely in the whole document
collection (Hammad, 2013; Hotho, Nirnberger, & Paal, 2005).

In our experiments we use the most supervised classifiers as we detailed below to
evaluate the performance of our method. The classifiers, we used are: decision tree
(DT), Naive Bayes(NB), and K-Nearest Neighbor (K-NN) classifier.

2.3.2.1 Decision Tree (DT)

The decision tree is supervised machine learning, where it is an active method for
make classifiers from data. It is also a flow-chart-like tree structure, where each node
denotes a test on an attribute value, each branch represents an outcome of the test and
tree leaves represent label classes. In addition, it is used in determining the best
course of action, in situations having several possible alternatives with uncertain
outcomes. A decision tree classifier is modeled in two stages: tree building and tree
pruning. In tree building stage, the decision tree model is built by recursively
splitting the training data set and assigning a class label to leaf by the most frequent
class. Pruning a sub tree with branches if error is obtained. Algorithm below presents

the psedocode structure of Decision Tree (Quinlan, 1986).
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Algorithm (2.1): Basic Structure of Decision Tree algorithm (Quinlan, 1986).

Algorithm: Generate decision tree. Generate a decision tree from the training

tuples of data partition D.

Input:

Data partition, D, which is a set of training tuples and their associated class labels;
attribute list, the set of candidate attributes; Attribute selection method, a
procedure to determine the splitting criterion that “best” partitions the data tuples
into individual classes. This criterion consists of a splitting attribute and, possibly,
either a split point or splitting subset.

Output: A decision tree.

Method:

(1) Create a node N;

(2) If tuples in D are all of the same class, C then

(3) Return N as a leaf node labeled with the class C;

(4) If attribute list is empty then

(5) Return N as a leaf node labeled with the majority class in D; // majority voting
(6) Apply Attribute selection method (D, attribute list) to find the “best” splitting
criterion;

(7) Label node N with splitting criterion;

(8) If splitting attribute is discrete-valued and multiway splits allowed then // not
restricted to binary trees

(9) Attribute list attribute list splitting attribute; // remove splitting attribute

(10) For each outcome j of splitting criterion // partition the tuples and grow sub
trees for each partition

(11) Let Dj be the set of data tuples in D satisfying outcome j; // a partition

(12) If Dj is empty then

(13) Attach a leaf labeled with the majority class in D to node N;

(14) Else attach the node returned by Generate decision tree (Dj, attribute list) to
node N;

End for;

(15) Return N;
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2.3.2.2 Naive Bayes (NB)

The NB is important for several reasons. It is very easy to construct, and not needing
any difficult iterative parameter estimation schemes. This means it may be readily
applied to large data sets. It is easy to interpret, understand, it often does surprisingly
well and can usually be relied on to be robust and to do quite well (Wu et al., 2008).

The NB classifier, works as follows (Hammad, 2013):

e Let D be training set of tuples and their associated class labels. As usual, each
tuple is represented by a n-dimensional attribute vector, X = (X1, X2,...., Xn), n
measurements made on the tuple from n attribute, respectively, A1, A2...An.

e Assume that there are m classes, C1, C2...Cm. Given a tuple, X, the classifier
will predict that X belongs to the class having the highest probability,
conditioned on X. That is, the NB classifier predicts that tuple X belongs to the

class Ci if and only if

P(Ci|X) > P(Cj|X)for 1 <j <m,j#l (2.1)

Thus we maximize P(Ci|X). The class Ci for which P(Ci|X) is the maximized, is

called the maximum posteriori hypothesis. By Bayes’ theorem (Equation (2.2))

P(X|Ci)P(Ci) (2.2)

P(CilX) = =5
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e As P(X) is constant for all classes, only P(X|Ci) P(Ci) needs maximized. If the
class prior probabilities are not known, then it is commonly assumed that the
classes are equal.

e Based on the assumption that attributes are conditionally independent (no

dependence relation between attributes), P(X|Ci) using Equation (2.3).

P(X|C) = HP(kai) 2.3)
k=1

Equation (2.3) reduces the computation cost, only counts the class distribution. If Ak
is categorical, P(XKk|Ci) is the number of tuples in Ci having value Xk for Ak
divided by |Ci, D| (number of tuples of Ci in D). And if Ak is continuous-valued,
P(XK|Ci) is usually computed based on a Gaussian distribution with a mean p and
standard deviation ¢ and P(XK|Ci) is

P(X|C) = g(Xk, uci, aci) (2.4)
1 (x—1)? (2 5)
Xk, uci,oci) = ——e 202 .
gl el oct) =252

Where p is the mean and a2 is the variance. If an attribute value doesn’t occur with
every class value, the probability will be zero, and a posteriori probability will also

be zero.

NB classifier is fast, accurate, simple, and easy to implement, thus chosen to be one
of the classifiers in this case. It is based on a simplistic assumption in real life and is
only valid to multiply probabilities when the events are independent. Despite its
naive nature, NB classifier actually works well on actual data sets (Han et al., 2011).

2.3.2.3 K-Nearest Neighbor (K-NN)

K-nearest neighbor finds a group of k objects in the training set that are closest to the
test object, and bases the assignment of a label on the predominance of a particular
class in this neighborhood. To classify an unlabeled object, the distance of this object

to the labeled objects is computed, its k-nearest neighbors are identified, and the

21

www.manaraa.com



class labels of these nearest neighbors are then used to determine the class label of
the object. Once the k-nearest neighbor list is obtained, the test object is classified
based on the majority class of its nearest neighbors:

MajorityVoting:y = argmax z [(V =Yi) (2.6)

(Xi,Yi)eDz

where V is a class label, Yi is the class label for the it" nearest neighbors, and I (-) is
an indicator function that returns the value one if its argument is true and zero
otherwise (Wu et al., 2008).

2.3.3 Combined Approach

In combined approach use both lexicon base and machine learning approach. The
lexicon based approach uses opinion words and phrases to determine the semantic
orientation of the whole document or sentence. Then, using theses words to classify
the entire sentence in document and then classify the entire document. The next step,
is to use machine learning approach. The documents that have been classified from
the previous step will be used as a training set for the classifier. The goal in this step
Is to classify as many documents as possible that remain form lexicon based
approach (El-Halees, 2011).

2.3.4 Ontology Based Opinion Mining Approach

Ontology, commonly referred to the concept of a domain (Gruber, 1993), aims to
provide knowledge and concepts about specific domains that are understandable by
both developers and computers. In particular, an ontology enumerates domain
concepts and relationships among the concepts (Guarino, 1995), and provides a
sound semantic ground of machine-understandable description of digital content.
Ontology is popular in annotating documents with metadata, improving the
performance of information extraction and reasoning, and making data interoperable
between different applications (Baziz, Boughanem, Aussenac-Gilles, & Chrisment,
2005; Duo, Juan-Zi, & Bin, 2005; Fensel, 2002). Using ontology in opinion mining
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get Several advantages which are: structuring of the features and extraction of
features (Pang & Lee, 2008). In order to build ontologies in our method, we use

ConceptNet and WordNet databases that explained in the following point.

2.3.4.1 ConceptNet Database to Build Ontology:

ConceptNet is a large semantic network consisting of huge number of common sense
concepts or features (Havasi, Speer, & Alonso, 2007; H. Liu & Singh, 2004).
Common sense knowledge in ConceptNet is subscribed by ordinary people on the
Internet. It is the largest machine usable commonsense resource consisting of more
than 250,000 relations. It consists of nodes (concepts) connected by edges (relations
between concepts). Some of the relationships between concepts in the ConceptNet
are IsA, PartOf, HasA, and so forth (Havasi et al., 2007). ConceptNet database
contains the four major properties, that is, start, rel, and weight. Here, start and end
are the two concepts which are having a relation. For example, Hotel UsedFor sleep,
Hotel IsSA place, and so forth. The ConceptNet semantic graph represents the
information from the OpenMind corpus as a directed graph, in which the nodes are
concepts and the labeled edges are common sense relation that interconnect them.

However, in our research, we use ConceptNet for the following reasons:

1. Ontology creation using ConceptNet is independent from the reviews.

2. The relational predicates in ConceptNet have an inherent structure, it is
appropriate for building ontology tree.

3. ConceptNet has a closed class of clear relations with weighted.

4. The continual expansion of the knowledge resource through crowdsourcing

incorporates new concept and enriches the ontology.

2.3.4.2 Arabic WordNet (AWN) Database:

The Arabic WordNet database structure consists from four principal column which
are: item, word, form and link. Item column is conceptual entities, including synsets,
ontology classes and instances. Item has a unique identifier and descriptive

information such as a gloss. Items lexicalized in different languages are distinct. A
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word column is a word sense, where the word's citation form is associated with an
item via its identifier. A form column is an entity that contains lexical information.
The form column are the root form for the word, where applicable. A link relates two
items, and has a type such as “equivalence,” “subsuming,” etc. Links link sense
items, e.g., a Princeton Wordnet (PWN) synset to an AWN synset. This data model
has been specified in XML as an interchange format, but is also implemented in a
MySQL database hosted by one of the partners. Black et al. (2006) present the basic

criteria for selecting synsets covered in AWN witch are:

e Connectivity: AWN should be as violently connected as possible by
hyperonymy/ hyponymy chains, etc. Most of the synsets of AWN should
correspond to English WN counterparts and the overall topology of both
wordnets should be similar.

e Relevance: Frequent and salient concepts have priority. Criteria will include the
frequency of lexical items (both in Arabic and English) and the frequency of
Arabic roots in their respective reference corpora.

e Generality: Synsets on the highest levels of WN are preferred. These criteria
suggest two ways for proceeding:

e From English to Arabic: Given an English synset, all corresponding Arabic
variants (if any) will be selected.

e From Arabic to English: Given an Arabic word, all its senses have to be found,
and for each of these senses the corresponding English synsets have to be
selected.

2.3.5 Feature-Based Summarization Approach

With such a feature-based summary, a potential customer can facilely see how the
people feel about the any product. If customers is very interested in a particular
feature, they can drill down by following the link to see why the existing customers
like it or what they complain about. For companies, it is possible to produce final
summary from multiple trader sites for each of its products. Feature based summaries
task involves three subtasks (Hu & Liu, 2004):

1. Identifying product features that customers have expressed their opinions on.
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2. For each feature, identifying opinion words related to feature and determine the
polarity of it (positive or negative).

3. Producing a feature-based summary of feature extracted.
2.4 RapidMiner tools:

RapidMiner tool used for text preprocessing and classification process (Yang, 2007).
RapidMiner is a software developed by the company of the same name that provides
an integrated environment for machine learning, data mining and text mining. It is
used for developer and industrial applications as well as for research, education,
training and rapid prototyping. RapidMiner provides more than 1,000 operators for
all main machine learning procedures, including input and output, and data
preprocessing and visualization. Also provides a large collection of machine learning
algorithms for data preprocessing, classification, clustering, association rules, and
visualization, which can be invoked through a common Graphical User Interface. In
text mining classification, process Documents from files generates word vectors from
a text collection stored in multiple files. It also provides multiple term weighting

schemes, and term pruning options (Yang, 2007)..
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Chapter 3

Literature Review
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Chapter 3

Literature Review

Opinion mining classification approaches focus on lexicon-based approach, machine
learning approach and combine classification approach. Most of the research works
at the feature level depending on the ontology to extract features and some of them
generate a summary of product features. In the following sections we introduce some

of these researches which relate to our research.

3.1 Lexicon Based Approach

The lexicon based approach is the work discussed by Elhawary and Elfeky (2010). It
is one of the earliest works of Arabic opinion mining whose goal is to mine Arabic
business reviews. In this research, system comprises into two components: a reviews
classifier that classifies any webpage whether subjective or objective, and a opinion
mining that identifies the review text contain a sentiment positive, negative or
neutral. The authors use a seed set of 1,600 words. The seed words are used with in
an Arabic similarity graph built using a large web corpus using a labeling

propagation mechanism to determine the polarity of neighboring terms.

The authors of Farra et al. (2010) use two approaches for identification sentence
polarity which are grammatical syntactic approach and a semantic approach. In
grammatical approach, they use the manual POS tagging to tag each word in the
sentence. In semantic approach the class of sentence is determined using specific
lexicon which contains a list of Arabic word roots storing with the it’s polarity
(positive, negative or neutral), which are extracted using an Arabic stemmer
program. Then this root is checked against the stored dictionary. If the root is
present, its polarity was extracted as positive, negative or neutral. Otherwise, the
lexicon asks the user to identify the polarity of the word it has not learned yet and
adds its root to the list of learned roots.

The shortcoming using the previous approaches are most of the sentiment lexicons is
not publically available for Arabic language (manually created). Also, our approach

is working at feature level classification that’s differ from the previous approaches.
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Furthermore, we incorporated the ontology in our method to improve the

performance.

3.2 Machine Learning Approach

Rushdi et al. (2011) built an opinion corpus that contains 500 movie reviews
collected from different web pages and blogs in Arabic, 250 of them labelled as
positive reviews, and 250 of them labelled as negative reviews. Different
experiments have been carried out on this corpus such as Support Vector Machine
(SVM) and Naive Bayes (NB). They utilized various N-grams models like
(unigrams, bigrams and trigrams) and use tf—idf (term frequency—inverse document
frequency) and tf (term frequency) as a weighting scheme. They used ten cross-
validation to compare the performance of both learning algorithms, it is noticeable

that SVM get accuracy of 91% that overcome the accuracy of NB classifier.

Abbasi, Chen, and Salem (2008) perform opinion mining for English and Arabic web
forums. They use both syntactic and stylistic features for opinion classification.
Syntactic features include word, n-grams, POS tag, n-grams. In stylistic features
include the length of the review, the existence of special characters and repeat some
of special words. Then, they use Support Vector Machine (SVM) classifier with
entropy-weighted genetic algorithm (EWGA) as a feature selection technique in on
an English movie review and on English and Arabic forums. They used information
gained as a heuristic to weigh the various sentiment attributes. The experimental
results using EWGA with SVM indicate high performance levels, with accuracy over
95% in the movie review and over 93% for both the U.S. and Middle Eastern forums.

Duwairi, Marji, Sha'ban, and Rushaidat (2014) used the supervised approach to
analyze opinion mining in Arabic tweets. They collected about 350,000 to 25,000
label reviews as Positive, Negative, or Neutral. Three classifiers in RapidMiner were
used to assess their work named: Naive Bayes (NB), K-nearest classifier (K-NN) and
Support Vector Machines (SVM). The best accuracy achieved by SVM was 71.68%
when both stopword filter and stemming were disabled and 10- fold cross validation

was used.
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Most research in the supervised approach work at the document level and sentence
level classification and they do not consider the features of the underlying product
domain in the review. Our method works at feature level and produces

summarization with effective performance in opinion mining class.

3.3 Combined Classification Approach

Combined classification approach of three methods is used by El-Halees (2011) to
extract reviews automatically from the Arabic documents. In the first step, manually
built lexicon is used to classify those reviews. The classified reviews are used as a
training set for maximum entropy classifier which subsequently classifies other
documents. In the final step, he use K-Nearest Neighbor (K-NN) method to classify
documents which contain opinions doesn’t classified before. Using the three

approaches lead to enhancing the effectiveness of classification to 80%.

Prabowo and Thelwall (2009) used rule-based classification and machine learning
into a new method. In machine learning classifier they carried out 10-fold cross
validation for each sample set. For each fold, the samples were split into train and
test sample. For a training sample, the Rule Based Classifier (RBC) used a Rule
Generator to generate a set of rules derived from the training sample and used this
rule to classify the test sample. If the test sample was unclassified, the RBC passed
the associated antecedents onto the Statistic Based Classifier (SBC), if the SBC could
not classify the test sample; the SBC passed the associated antecedents onto the
General Inquirer Based Classifier (GIBC). For test sample, a combined classification
is carried out for example, if one classifier fails to classify a document, the classifier
passes the document into the next classifier, until no other classifier exists or the
document is classified. They noticeable from their experiments that use of more than
one classifiers in a combined manner is better effectiveness in terms of F-measure

than individual classifier.

The previous research used both unsupervised and supervised approach work at
document level and sentence level classification and they don't consider the features
of the underlying product domain in the review. Our approach is to work the at
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feature level classification in specific domains and we incorporate the ontology in

our method to improve the performance.

3.4 Ontology Based Opinion Mining

Abdullah and Abeer (2016) proposed feature-based Arabic opinion mining using
ontology. Their work utilizes the semantic of ontology and lexicon to identify the
features and polarity related to it’s feature. Their work consists of three stages: First
stage, ontology and lexicon development. Second stage, ontology-based feature
identification. Finally, configurable N-GRAM methods to identify the opinion of the
feature. They used 890 reviews related for hotel domain with equal number of
positive and negative number reviews. For evaluate their system, they manually
tagged the reviews to compare them with their system. The best results are obtained

with average accuracy is 95.5%.

Lazhar and Yamina (2012) focused on domain ontology. They use domain ontology
to provide many of semantic information, structuring of features, extraction of
explicit features, and for producing feature-based summary. Their method consists of
the following phases: starting from sentence splitting, then opinion extracting,
feature extraction, associating opinion to specific features and finally, classify the
identified opinions into positive or negative classes using supervised classification

techniques.

The work of Pefalver-Martinez et al. (2014) presented an innovative method using
ontology to improve the feature-based opinion mining classification by employing
the ontology in feature selection process. Once the features of the opinions have been
identified, the score of the features in each user’s opinion is calculated, n-gram words
are used to determine the polarity of the features. Finally, SentiwordNet lexicon was
used for weighting this polarity.

Yaakub, Li, Algarni, and Peng (2012) developed an ontology to do feature based
opinion mining of customer’s review on smart phones. The main objective of their
work is to transfer reviews to structure table that includes several dimensions, such

as, customers, products, time and locations. This system consist of three parts:
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extraction, transformation, and loading process. In the extraction process part, they
use part of speech tagging to preprocess the data in the source files. In the
transformation part, the extracted nouns will be matched with the ontology to
determine the features that customers want to review. Consequentially, the polarity
of extracted opinion words will be calculated. A pair of e feature and polarity insert
into fact comment table with related dimension key and ready to loaded into data
warehouse. They evaluate the features and opinion extraction process in the reviews.

The valuation result shown the better precision of 91.8% and the recall of 82.8%.

The work of Freitas and Vieira (2013) proposed method to determine polarity of
Portuguese user produced reviews based on the features described in the domain
ontology. This work is composed into four main steps. Initially, the algorithm
receives as input a set of reviews which are pre-processed. After, explicit aspects are
identified in the reviews using ontology. The polarity of opinion words relies on a
lexicon of tagged positive, negative, and neutral of opinion words. Finally, opinion
mining module tuples with object features and polarity are generated. They obtained

of 0.62 f-measure for movie concepts in positive polarity.

Mukherjee and Joshi (2013) used ConceptNet database to automatically construct a
domain-specific ontology tree for product reviews, without requiring any labeled
training data, they use lexicon to determine the polarity of opinion words in the
reviews. Then the feature with it’s opinion word polarity by using ontology are

aggregated bottom-up, exploiting the ontological information.

The work of Agarwal, Mittal, Bansal, and Garg (2015) uses the same idea in
Mukherjee and Joshi (2013). The ontology used in opinion mining model extracted
from the ConceptNet and WordNet database for better coverage of the product
features. They used ontology to determine the domain specific features which in turn
produced the domain specific important features. Further, the polarity of the
extracted features are determined using more than one lexicons which we developed

by considering the context information of a word.

In Cadilhac, Benamara, and Aussenac-Gilles (2010), the use of a hierarchy of

features improves the performance of features based identification systems.
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However, works using domain ontology exploit the ontology as a taxonomy using
only “is a” relations between concepts. The opinion words are extracted using rule
based approach. By manually annotated explicit features as well as opinions related

to the features, the evaluation result shown the f-measure is 77%.

Zhao and Li (2009) proposed ontology-based approach for opinion mining
classification. The ontology describes the semantics of a domain and concepts with
their relation. Firstly, the part of speech POS tool used for giving names to extract
the noun words from the review such as Zoom, battery life, image quality, etc. In this
work, they define two categories of features, frequent features and infrequent
features. The experiment result shows the benefits of exploiting ontology structure to
opinion mining. They obtained accuracy of 88.30% in positive reviews and 81.7% in
negative reviews. Also they evaluate their system by randomly select 60 positive
review documents and 60 negative reviews and compare features extracted manually

with features extracted from their method and obtained accuracy of 76.90%.

Lau, Lai, Ma, and Li (2009) reported an automated analysis of the sentiments
presented in online customer’s feedbacks that can facilitate both organizations’
business strategy development and individual consumers’ comparison shopping. He
also proposed general system architecture of their Ontology Based Product Review
Miner (OBPRM). The system describes a user first selects a product category and a
specific product for opinion mining, based on the selected target product. The
OBPRM system will use the Web services or APIs provided by e-Commerce sites
and Internet Search Engines to retrieve the customer reviews for the particular
product. Ontology extraction is carried offline and it must be performed before
opinion sentiment polarity is conducted. The fuzzy domain ontology captures
taxonomic information such as “iPhone” (product) “is-a” mobile phone (product
category), and non-taxonomic relationship, such as “screen” (product feature) is
“associated with” “iPhone” (product). In addition, opinion sentiment (e.g.,
“excellent”) of a product feature (e.g., “screen”) is also captured in the fuzzy domain
ontology. They Evaluate their system based on a benchmark dataset and real
consumer reviews collected from Amazon.com, their system shows performance

improvement over the baseline.
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In our approach, we have added the following tasks that do not exist in the previous
works: firstly, feature level classification was used to classify Arabic user generated
reviews by identifying the important features from the review based on level of these
features on the ontology tree. Secondly, summarization of the reviews is done using
ontology characteristics to determine which features have satisfaction and
dissatisfaction the customers. Finally, we use the supervised approach with other
unsupervised approaches to evaluate the performance of our method and make

subjective evaluation to demonstrate the effectiveness of our method.

3.5 Opinion Summarization

Summarization is discussed in (Hu & Liu, 2004). They proposed a set of techniques
for mining and summarizing product reviews based on natural language processing
methods to provide a feature-based summary of a large number of customer reviews
of a product sold online. The objectives of their work are: extract product features
that have been commented on by customers. Then, identifying opinion sentences in
each review and deciding whether each opinion sentence is positive or negative.
Finally, generate the summarization result. For evaluate their system, they
downloaded 100 reviews from five electronics products. The evaluation result of
feature generation and opinion sentence extraction shown the effectiveness of their

method.

The summary produced in Eirinaki, Pisal, and Singh (2012) depends on extracts of
the most representative features of each reviewed item, and assigns opinion scores to
them. This research presents an algorithm to identify the semantic orientation of
specific components of the review that lead to a particular sentiment. Also, their
algorithm integrated in an opinion search engine which presents results to a query
along with their overall tone and they produce the summary of the sentiments of the

most important features.

Efficient methods and techniques are used in (Htay & Lynn, 2013) to build effective
summarization. Firstly, they use patterns knowledge to extract features that are nouns
identified using POS tagging. Then, extract opinion words or phrases through
adjective, adverb, verb, and noun, and determining the orientation. Finally,
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generating the summary. After that, they evaluate their system by comparing the
results generated by the system with the results generated manually and obtained

79% f-measure for feature extraction process.

Our summarization task is different from the traditional opinion summarization,
because we use the ontology characteristics to present a summary about the features
of Arabic product reviews. Furthermore, our method uses a new way to evaluate
feature and opinion extraction process by detecting the tuple (feature, opinion,
polarity) and compare manual results with our system result.
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Chapter 4
Research Methodology
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Chapter 4
Research Methodology

In this chapter, we explain our methodology to classify Arabic opinion reviews
which we followed in this research. The chapter organized into thirteen sections.
Section 4.1, about overview of our methodology and short description about each
steps. Section 4.2 about document reviews. Section 4.3, about preprocessing steps
that we followed. Section 4.4, gives description of building ontology tree. Section
4.5, extract product features. Section 4.6, about determine important features. Section
4.7, get opinion of extracted features. Section 4.8, determine the polarity of opinion
word. Section 4.9, about factors that effect on opinion words and able to increase the
opinion performance. Section 4.10 calculate the overall polarity of review. Section
4.11, summarization. Section 4.12, evaluate the performance by comparing proposed
method with other supervised and unsupervised techniques. Section 4.13, about

subjective evaluation of our method.

4.1 Methodology Overview

We proposed to use a methodology, as shown in figure (4.1), the methodology is
divided into five stages: Stage one preparation which contain document reviews and
preprocessing steps, stages two ontology construction which contain feature
extraction and determine important features, stage three opinion mining which
contain determine the opinion of word and overall review, stage four summarization,
stage five evaluation which contain objective and subjective evaluation; which has

the following steps:
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Figure (4.1): Flow diagram for our methodology.

4.2 Stage 1: Preparation

4.2.1 Document Reviews

To demonstrate the using of our proposed methods, we must choose domain have
some features and available in website with Arabic language reviews. Therefore two
datasets were selected from two different domains namely, hotel and book. First is a
hotel review dataset from tripadvisor (2016) which contains reviews about hotels and
its features such as room ‘4,2, room service “—aall 23> food “alakall” etc. We
collect corpus consists of 2000 reviews. Polarity of the review documents is
classified as equal size positive and negative. Second corpus is book review dataset
provided by Aly and Atiya (2013) which contains reviews about books and its
features such as story “4=d” language “42)”, price “_ =~ etc.; it consists of 2000

reviews of equal number of positive and negative.

Table (4.1): Number of positive and negative class with their source.

Domain Number of Number of Source
Positive Negative
Hotel 1000 1000 (tripadvisor 2016)
Book 1000 1000 (Aly & Atiya, 2013)
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4.2.2 Preprocessing

Preprocessing is a necessary step for our method. There are some irrelevant and
incorrect data, because that, we apply number of preprocessing techniques to get our

objective, the steps we used are:

e Remove irrelevant data: Numeric words and non-Arabic words are not useful for
our approach. Also, we exclude review doesn’t have any feature.

e Sentence Splitting: Generally, split sentence depends on the use of delimiters
such as “.”, «,”.

e Tokenization: Break up the review into tokens. The simplest meaningful token is
a word which we used in our method.

e Arabic POS tagger: We used Stanford POS-Tagger from (Stanford NLP Group,
2013) to produce the part-of-speech tag for each word (whether the word is noun,
verb, adjective, etc.). The Stanford POS tagger tool use the rule-based approach
that consists of developing a rules knowledge base established by linguists in
order to define precisely how and where to assign the various POS tags (El Hadj,
Al-Sughayeir, & Al-Ansari, 2009). For example, “la Jdwea 328 43 “|t's a very
beautiful hotel”, POS tagged sentence is as follows: “4l/VBD Gx¥/NN
Jrea/JJ/IaNN,

e Stemming: This step is an important preprocessing step for input document
reviews. Root stemming means to reduce words to their roots. In our method, we
use root stemming technique for the following reasons: firstly, to produce better
matching of features in the ontology. Secondly, the Arabic Sentiment lexicon
contains only root words. For their reasons, we adopted Khoja stemming tool
(fariscs, 2012) in our method rather than light stemming techniques.
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4.3 Stage 2: Ontology
4.3.1 Building Automatic Domain Specific Ontology Tree

In our methodology, building ontology in our method is a needed step to extract
product features in the reviews, to determine which extracted features is important

and to generate feature-based summary.

In order to build an ontology, we use ConceptNet (Rob Speer, 2016) as a knowledge
resource to automatically construct independent domain-specific ontology tree for
product reviews. ConceptNet relations have an inherent structure which helps in the
construction of an ontology tree from the resource. The sample ontology for “hotel”
domain using ConceptNet database demonstrated in figure (4.2). In the next step, we
expand our ontology by merging with each node in the ontology with synonyms
words of Arabic Language using WordNet (Princeton University, 2010) database, the
useful of using WordNet to better coverage of domain specific features in Arabic
language. The Flow diagram for creation ontology demonstrated in figure (4.3).

Pseudocode was proposed in algorithm (3.1) to construct automatic ontology tree.
This algorithm is a recursive function used to build automatic ontology tree. It takes
the domain name (root) and number of levels of the ontology tree as input
parameters. The get_features function using the SQL query to return a list of features
from ConceptNet database that subclass of the root name parameter as seen in Table
(4.2). The get_synonyms function also uses a SQL query to return Arabic synonyms
words from WordNet database for the feature parameter. Finally, the output of

function return ontology tree for specific domain.
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Figure (4.2): Sample Ontology for Hotel Domain.
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Figure (4.3): Flow diagram for building ontology tree.

Table (4.2): Concepts with relations in the ConceptNet database for hotel domain.

Start Concept Relation End Concept Weight
Hotel UsedFor Sleep 1
Hotel HasA room service 1

hotel room part of Hotel 1
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http://conceptnet5.media.mit.edu/web/c/en/hotel_room/n/a_bedroom_in_a_hotel

Algorithm (3.1): Algorithm for Creation Ontology Tree.

Algorithm: Function Build Ontology Tree

Function createOntologyTree (p_rootName, p_levelNo)
Input: p_rootName parameter. // name root of ontology.

p_levelNo parameter. // number of ontology tree level.
Output: Ontology tree represents the concepts and their synonyms.
Root <— p_rootName //A root node of tree that created recursively.

No_of level «—p_levelNo //The number of levels to deep into ontology searching
for appropriate meaning for the root concept.

If No_of level =0 then
Return root;
List_features=get_features(Root). //return the features that subclass from root
For each feature € List_features do
Root.Add (feature); // append a node to the root

List_synonyms = Get_synonyms(feature);//return the synonyms for these feature

For each synonym € List_ synonyms do
Root. addSibling (synonym); // add Sibling a node to the root

Return createOntologyTree (feature, No_of level-1);

e e e e e e ek ek ek ek ke ek ok ok
Function get_features (root_parameter, ConceptNetDatabase) return list
Input: root_parameter. // root name or node in the ontology tree.
ConceptNetDatabase parameter. // database have two concepts with their relation.
Output: return features that sub-class from root feature.

V_list list; // variable list of nodes type;

Select start into V_list from ConceptNetDatabase where end = root and rel = 'PartOf'
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and weight =1

Union

Select end into V_list from ConceptNetDatabase where start = root and rel = 'hasA’;
Union

Select start into V_list from ConceptNetDatabase where end = root and rel =
‘AtLocation'

etc.

return V_list;

}

kkhkhkkhhhhkhkhkhkkhkhkhhrrrrhkhkhhkhkhrrrrrhhhhkhkhrrrrrhhhhhdhrrrririhtdhhhiiiiiiixx

Function get_synonyms (feature, WordNetDatabase) return list {
Input: feature parameter. // feature name or node in the ontology tree.
WordNetDatabase parameter. // database have synonym words for any word.
Output: return Arabic synonyms that related to feature parameter.

V_list list; // variable list of nodes type.
Select Ar_Synonyms into V_list from WordNetDatabase where word = feature;

return V_list;

by

4.3.2 Extract Product Features

In our methodology, constructed ontology from previous step is used to extract
product features. Feature is a term about which an opinion is expressed. To identify
the feature term, all the noun terms are extracted from review. We used the Stanford
Parser tool (Stanford NLP Group, 2013) to parse each review and to produce the
POS tag for each word (whether the word is a noun, verb, adjective, etc.). This tool
use the rule-based approach that consists of developing a rules knowledge base

established by linguists in order to define precisely how and where to assign the
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various POS tags (El Hadj et al., 2009). For example, POS tagged review is as
follows: “4l/VBD 3x3/NN Jwa/JJ/13aNN”. Here, “3x8” “laa> s anoun terms may be
relevant to features. After the extraction of noun terms, these are matched with the

domain specific ontology constructed to eliminate all the irrelevant features like

60’.\3;9’

4.3.3 Determine Important Product Features

The main contribution of this research is to determine important features about which
any opinion is expressed and identify which features is important than other features.
with the help of automatically constructed ontology. The feature importance is
captured by the height or level of a feature node in the ontology tree. For example, in

the review:
3l (g giusal Apilly aad de 5 () U Aals (e AdaaBle (gal aa 53 (K15 AGBY) Cua (e 2 (3287,

“The hotel is good for staying but | have a remark about its TV. It's kind of an old

version and doesn't match with the hotel”

Using baseline dictionary, the overall polarity of the review is neutral as respect with
“ aa” “a38 but upon checking in the review will see the feature “4<8Y¥\”, “staying” is
not the same important compared with feature “J4i"” “television” which means the
overall polarity of the review is positive. For this reason, using ontology tree help us
to determine the polarity of the review by determine the important features. As
shown in Figure (4.4), The level in the hotel ontology presents the important features
for example, the feature “4.3Y), “staying™ was placed in level 2, but feature “¢ s 857,

“TV” was placed in level 1.
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HasA UsedFor
UsedFor

HasA

.... Level 2

.... Level 1

Figure 4.4): Sample Ontology tree with 2 levels from ConceptNet to explain
previous review.

4.4 Stage 3: Opinion Mining
4.4.1 Get Opinion of Extracted Feature

After identifying the features in the review and determine the important features. The
next step is to get opinion word related to specific feature. Determine polarity of the
feature can get by identify the opinion word related to it’s feature. Opinion words
may be adjectives, verb and noun, for example, “jlias”, “excellent”,“cal”,
“love”,“Juail”, “prefer”,“ Jies”, “excellent”, “lua uad”, “not good” are considered
opinion words. To decide the opinion word related to specific feature, we used the
following rules appropriate to deal with Arabic slang language and effective in
opinion detection for specific feature. Figure (4.5) and (4.6) shown some example of
rules used in our method. The first rule in figure (4.5) used to check the noun token
that followed by opinion word of adjective category. For example,*“4ima 43 ,Uaill”, On
the other hand, the second rule in figure (4.6) used to check opinion word of the verb

category, followed by first noun category example “cuSll 4} s,
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S

First Rule

If (Token.category=="NN")

If (TokenNextl.category==JJ | | TokenNextl.category==DTJJ)
Then

candidateFeature = Token;

candidateOpinion= TokenNext1,;

J
—/
Figure 4.5): Rule used to detect the adjective opinion word related to
feature.
) o
(D Second Rule:

If (Token.category=="VBD ")

If (TokenNext1.category=="NN")

If (TokenNext2.category=="DTNN")
candidateFeature = TokenNext1;
candidateOpinion= Token;

J

—/

Figure (4.6): Rule used to detect the verb opinion word related to feature.

During this step, we distinguish the following cases:

If candidate features exist in features list extracted from previous steps, and

ArSenL lexicon contains candidate opinion, then it is easy to extract the tuple

(feature, opinion, polarity).

If candidate feature doesn’t exist in the features list extracted from previous

steps, and ArSenL lexicon contains candidate opinion, then domain ontology can

be updated by adding a new concept or a new feature by entering the new record

in the ConceptNet database of new concept with proper relation and concept that

related to it.

If candidate features exist in features list, and candidate opinion doesn’t exist in

ArSenL lexicon, then add a new opinion words with polarity to our list.
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4.4.2 Determine Polarity of Opinion Words

After opinion words extracted from previous steps, the polarity (positive or negative)
of these words must be identified and these opinion words can be used to detemine
the averall polarity of the review. Therfore, we use the Arabic Sentiment Lexicon
ArSenL (Qatar University, 2014) lexicon to determine the polarity of these words.
Table (4.3) shows the example of Arabic sentiment root words. It contains words
with POS tag for opinion word (adjective, verb or noun), positive score and a
negative score. Positive and negative scores having values between 0.0 and 1.0. In
general, if positive_score is greater than negative_score then it considers the opinion

word as positive polarity otherwise negative polarity.

If (positive_score — negative_score > 0) then
P=positive

Else
P=negative;

Table (4.3): Example of Arabic SentiWWordNet.

Opinion word POS Positive score Negative score
= A 0.625 0
<l \/ 0.125 0
" A 0 0.75
TN A 0.625 0

4.4.3 Factors Effect on opinion polarity

In this section we present the important factors in our method that improve the
performance in opinion mining class. In the following points, we introduce some of

these factors:

Negation: It is important factor affect to the opinion words. Due to some negation
such as “aI”, “don’t” and “uw”, “Not”, the polarity of opinion turns to its reverse

sign.

Intensifiers: Some particles intensify the strength of the polarity like “las” in the

example “/Ma Juws LSl 1247 Words like “I2>” in the previous example intensify the
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strength for opinion word “ds>”. Because that, we manually form a list of 72 words
such as “laa”, 8 “lla” | “ald (50”) “2ad”) “s4” etc. These lists will be
represented by constants ¢ to be added to the polarity of opinion words. In our
method we try to choose c= 0.2;0.4;0.6;0.8 and we notecable that the opinion mining

classification performance improved when using c= 0.4.

4.4.4 Determine the Overall Polarity (OP) of the Review

After features are extracted from the review document, and then it is matched in the
ontology. The level of ontology where it is located determines the importance of the
feature. The features located at higher level near to the root of the ontology are
considered to be more important as compared to the lower level features. Further,
opinion word corresponding to this feature is detected using opinion extraction
process. Further, the polarity value is retrieved from ArSenL lexicon. Finally, the
overall polarity of the review is determined by summing up the opinion polarity
multiplied by the height of ontology for each feature with respect to ¢ factor that
mentioned in previous section. In general, the following formula was proposed to

determine the overall polarity of the review:
oP =3I (P *h)+0); (3.1)

Where f,, number of feature, P is polarity of opinion, his height of feature in
ontology and c if exist, is intensifier factor that effect to opinion polarity that

explained in subsection 4.4.3.

For example, the review:
“3adll (5 il Al i de g3 o) Ll Aaals (e ddaaSle (gal aa 65 K1y ALEY) Cua (e a3 7

“The hotel is good for staying but | have a remark about its TV. It's kind of an old
version and doesn't match with the hotel”

(40 o+ eafia ceﬁ/a.n\iY\)
(3.06- @/l ¢ 53l 5\all))

OP=4*(1) +3*(-1) =1, //Positive with determine important the features.
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OP=1+(-1) =0;// neutral, when using ontology baseline.

4.5 Stage 4: Feature-Based Opinion Summary

Finally, after the feature and opinion extraction process is done, we are ready to
generate the final feature-based summary. Feature-based summary which is different
from the straightforward summary. Our summary depends on the ontology to
identify the opinion summary of each feature in the whole corpus by identifying the
opinion of its sub-class terms in the ontology. For instance, as seen in figure (4.7),
the opinion summary of ‘4 & feature induces the aggregation of sub-class opinion
summary such as “zahall”, <3l <« etc.. That belongs to the “4 & feature in

the ontology.

e Positive 3 negative 2

. ) Positive 0 negative 0
Positive 0 negative 1 d

Positive 3 negative 1

Figure 4.7): Example of feature-based summary for “44_&” feature.
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4.6 Stage 5: Evaluate the Performance

We used two approaches to evlaute our system, objective and subjective as follows:

4.6.1 Objective Evaluation

In this section we discuss the evaluation of our method. The measures evaluating of
the performance of classification are a confusion matrix, which is also called a
performance vector that contains information about realistic and predicted

classifications.

Table (4.4): Confusion matrix table (Holte, 1993).

Predicted
Positive Negative
True Positive (TP) True Positive (FN) False Negative
Negative (FP) False Positive (TN) True Negative

The entries in the confusion matrix are (Holte, 1993):

e The number of correct predictions that an instance is positive (TP).
e The number of correct predictions that an instance is negative (TN).
e The number of incorrect predictions that an instance is positive (FP).

e The number of incorrect predictions that an instance is negative (FN).

From the entries in the confusion matrix several concepts have been computed.
These concepts will be used in later chapters to evaluate the performance of Appling
unsupervised and supervised classification methods. These include Recall, Precision,

F-Measure, and accuracy.

Accuracy: Is the proportion of the total number of predictions that were correct. It is

determined using this equation (Holte, 1993).

TP + FN 4+ FP + TN (4.2)
TP + TN

Accuracy =
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Recall: True positive rate, Recall, or Sensitivity which is the proportion of Real
Positive cases that are correctly predicted positive. This measures the Coverage of
the Real Positive cases by the (Predicted Positive) rule. Recall is defined, with its

various common appellations, by equation (Holte, 1993).

TP (4.3)

Recall = TP+—F]V

Precision: True False Accuracy, Precision or Confidence (as it is called in Data
Mining) denotes the proportion of Predicted Positive cases that are correctly Real
Positives. This is what Machine Learning, Data Mining, and Information Retrieval
focus on, Precision is defined, with its various common appellations, by equation
(Holte, 1993).

TP (4.4)

p .. —
recision —TP TFP

F-Measure: F-Measure or F-Factor is the ratio between recall and precision
measurements F-Measure is defined, with its various common appellations, by
equation (Holte, 1993).

Precision * Recall (4.5)
Precision + Recall

F — Measure = 2 %
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4.6.2 Subjective Evaluation

Because our method is subjective and depends on how much feature and opinion
process correctly extracted, subjective evaluation must be done to evaluate the
effectiveness of our method and classification. We evaluate our results with the help
of an experienced human judge. Therefore, we picked around 100 reviews for only
two product feature from two different datasets (hotel and book). Then we asked a
human judge to manually extract a tuple of (feature, opinion, polarity) for each
review. The final evaluation is measured by comparing the results generated by our
system with the manually generated results by the judge. We use recall, precision and

f-measure in formula 4.6,4.7,4.8 to subjective evaluation of our method.

the number of correct tuples marked by the system  (4.6)
the total number of tuple marked by human

Human Recall =

the number of correct tuple marked by the system  (4.7)

Human Precision =
4 Bt the total number of tuple marked by system

Precision * Recall (4.8)
Precision + Recall

Human F — Measure = 2 *
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Chapter 5

Experiments and Results

In this chapter, we describe the conducted experiments to evaluate our approach. We
made three experiments which are lexicon baseline, ontology baseline (without
consider important features) and ontology with consider important feature in the
review. In order to compare our result, we used three classifiers which are Decision
Tree (DT), Naive Bayes (NB), and K-Nearest Neighbor (K-NN). We explain the
machine environment, and the tools used in our experiment. In addition, we present
the evaluation measurements for classification model by using the calculation of
accuracy, precision, recall, and f-measure. Finally, we generate feature-based review

summary and present the subjective evaluation for our method.

5.1 Datasets

Our method is performed in two domains corresponding to hotels and books. The
two corpora are in Arabic, and each consists of 2000 reviews of equal number of
positive and negative datasets. We acount the total number of tokens in both datasets
as seen in Table (5.1). The hotel dataset has 18970 tokens. The book dataset has
21051 tokens. All the features/words extracted from the review documents are

reduced to their root form for better matching of features in the ontology.

Table (5.1): Statistics on the dataset.

Domain Positive reviews Negative reviews No. of tokens
Hotel 1000 1000 18970
Book 1000 1000 21051
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5.2 Experiments Setup

In this section, a description about the experimental environment, tools used in
experiments, measures of performance evaluation of classification methods.

5.2.1 Experimental Environment and Tools

We applied experiments on a machine with properties that is Intel (R) Core (TM) i3-
3110M CPU @ 2.40 GHz, 4.00 GB RAM, 320 GB hard disk drive and Windows 7
operating system installed. To carry out our work (including the experimentation),

special tools and programs were used which are:

NetBeans IDE 8.0.2 (Community, 2000): to build and evaluate our method and

ontology.

Arabic Stanford Parser (Stanford NLP Group, 2013): tool used for Arabic POS

tagging for reviews.

RapidMiner application program (RapidMiner Studio, 2016): used to do supervised
classification methods, and extracting the required results that compared with our

method.

MySQL 6.3 (Workbench, 2016): to handle with ConceptNet database and sentiment
lexicon database.
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5.3 Experiments
5.3.1 Preprocessing
Preprocessing is a necessary for both unsupervised and supervised algorithms. In our

experiments, two preprocessing processes are used as shown in the following

subsections:

5.3.1.1 Preprocessing for Unsupervised Approach

We apply a number of preprocessing algorithms which are sentence splitting,
tokenization, POS tagging and Stemming algorithms. Figure (5.1) shows an example

the preprocessing result that we applied in our datasets.

Ton olil] Gl b ollall Aihiy dbes dabadl oy Y0 lBise Luy gaia| 1
foa lan B4l alalall J3je ole el lawgie ellalls Sl Uiyl

-

Language: Arabic v Sample Sentence Parse

Your query

wlebll @8, cs3le yxdl bgio slielly oo bV Li> slob] Sl (028 pulolell dichip dhias dalowd! h VU uidao Loy gaiio
[ 1> dcdo ..

Tagging

/NN asiia/NN  Lug/NN - cludeo/NNP - WU/NNP /NN 4aLudl/DTNN dlwa/3] Abdaig/NN ellell/DTNNS  3/IN 32l /DTN
cULI/NN  las/NN - UeSYV/DTNN  les/NNP  sliallg/NN  Jsgie/NN  =dl/DTNN  s3le /33 482 /NN slelall/DTNN 43de/33 l2a/NN
12 /NN .. /PUNC |

Figure (5.1): Example of POS tag for each token using Standford Parser tool.

5.3.1.2 Preprocessing for Supervised Approach

There are number of preprocessing processes used in supervised learning algorithms

such as tokenization, filter stop words, and stemming technique as seen in figure 5.2:

= |
Tokenize Filter Stopwor.. !
{(doc  |Z=| dec[) {(doc  [Z=| dec[) (Jdoc == doc[)
o o o
. d

Figure (5.2): Preprocessing process used in supervised machine learning algorithms.
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5.3.2 Ontology Construction

The ontology construction is done using ConceptNet. We extract the
concepts/features from the ConceptNet up to level 4. We notice from our experiment
that some features/concepts don't exist in ConceptNet database, therefore we
manually add it in the ConceptNet database. Table (5.2) shows the statistics of the
ontology tree in hotel and book domains. It consists of 223 nodes/features in hotel
ontology such as room “4 2 bed “_u_~" and food “slxk’>; and 264 nodes/features
in book domain such as story “4=# and language “4+)” and style “< s, We notice
that ontology of hotel domain has little nodes comparing with book ontology, this is
because WordNet database cover sufficiently the book domain better than hotel

domain. Figure (5.3) shows the result of constructing ontology in the hotel domain.

Table (5.2): Ontology Tree Statistics.

Ontology Nodes Ontology Nodes Total
Domain Using Manually Ontology
ConceptNet Added Nodes
Hotel 215 8 223
Book 251 13 264
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Figure (5.3): Example of ontology treein the hotel domain.

5.3.3 Supervised approach

In this section, we present the evaluation results of major supervised classification
algorithms and compare the results with our methods. We use algorithms such as
Decision Tree (DT), Naive Bayes (NB), K —Nearest Neighbor (K-NN) which are
provided in Rapid Miner environment. We decided to use the 10-fold cross
validation splitting in supervised learning methods. The following subsections
present these classification algorithms and evaluation results.

5.3.3.1 Decision Tree(DT)

Used the DT classifier in RapidMiner is presented in figure (5.4). The default
parameters were used in DT classifier such as criterion = gain_ratio, maximum depth
=20, using apply pruning and confidence = 0.25, as seen in figure (5.5). Table (5.3)
shows the confusion matrix for DT classification approach. The correct positive
number classified by the system is 465 in hotel domain and 508 in book domain.
And, The correct negative number classified by the system is 924 in hotel domain
and 947 in book domain. The false positive number in hotel and book domain are 76
and 53 respectively. The false negative number in hotel and book domain are 535
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and 492 respectively. The result produced from this classifier in hotel and book
review dataset are shown in Table (5.4). The DT classifier gives the f-measure of
60.35% for hotel review dataset and 65.09 % for book review dataset. Form the
result, the NB classifier has less f-measure comparing with other supervised
methods. Also there is a gap between precision and recall in both datasets.
Furthermore, the f-measurement result of our method is better than DT supervised

classifier.

T Testing

Decision Iree

tra rnod
@ exa

O

Performance

rmod rmod

thr  tes

£y

thr

| . 1
Figure (5.4): lllustrates the DT classifier in RapidMiner.

’_ {, Decision Tree T
criterion [ gain_ratio g l @
maximal depth |20 | @
apply pruning @
confidence | 025 | @
apply prepruning @
minirmal gain |U.1 | @
minimal leaf size |2 | @
minimal siz e for spiit [4 ] {Ij

| -

Figure (5.5): Decision tree parameters.
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Table (5.3): Confusion matrix table for hotel and book domain using DT classifier.

Domain N=2000 Positive Negative
Positive 465 76
Hotel
Negative 535 924
Book Positive 508 53
Negative 492 947

Table (5.3): Accuracy, Precision, Recall and F-Measure for hotel and book domain
using DT classifier.

Domain Accuracy Precision Recall F-measure
Hotel 69.45% 85.95% 46.50% 60.35%
Book 72.75% 90.55% 50.80% 65.09%

5.3.3.2 Naive Bayes (NB)

Used the NB classifier in RapidMiner is presented in figure (5.6). Table (5.5) shows

the confusion matrix for NB classification approach. The correct positive number

classified by the system is 783 in hotel domain and 790 in book domain. And, The

correct negative number classified by the system is 547 in hotel domain and 617 in

book domain. The false positive number in hotel and book domain are 453 and 383

respectively. The false negative number in hotel and book domain are 217 and 210

respectively. The result produced from this classifier in hotel and book review

datasets are shown in Table (5.6). The NB classifier gives the f-measure of 70.04%

for hotel domain and 72.71% for book domain. From the result, our method

overcomes of NB classifier in the performance.
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Figure (5.6): Illustrates the NB classifier in RapidMiner.
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Table (5.5): Confusion matrix table for hotel and book domain using NB classifier.

Domain N=2000 Positive Negative
Hotel Positive 783 453
Negative 217 547
iti 790 383
Book Positive
Negative 210 617

Table 5.6): Accuracy, Precision, Recall and F-Measure for hotel and book domain
using NB classifier.

Domain Accuracy Precision Recall F-measure
Hotel 66.50% 63.35% 78.30% 70.04%
Book 70.35% 67.35% 79.00% 72.71%

5.3.3.3 K-Nearest Neighbor (K-NN)

Using K-NN classifier in RapidMiner is presented in figure (5.7). We use a
parameter of k=1 as shown in figure (5.8). Table (5.7) shows the confusion matrix
for K-NN classification approach. The correct positive number classified by the
system is 787 in hotel domain and 829 in book domain. And, The correct negative
number classified by the system is 662 in hotel domain and 694 in book domain.
The false positive number in hotel and book domain are 338 and 306 respectively.
The false negative number in hotel and book domain are 213 and 171 respectively.
Experiment shows the f-measure of 74.07% of hotel domain and 77.66% of the book
domain as seen in Table (5.8). We note that K-NN classifier with k=1 has better

result over the other supervised methods, but is less performance compared with our

method.
| = Y g . |
k-NN Apply Model Performance
C tra mod D C mod mod ) C mod lab D q lab ~. per D
@ exa D thr tes :) (] unl mod D Q {/[1 X
" " pr J) e
o thr ) 0 0
[ S = |

Figure (5.7): lllustrates the K-NN classifier in RapidMiner.
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Figure (5.8): K-Nearest Neighbour parameters.

Table (5.7): Confusion matrix table for hotel and book domain using K-NN
classifier with k=1.

Domain N=2000 Positive Negative
Positive 787 338
Hotel
Negative 213 662
iti 829 306
Book Positive
Negative 171 694

Table (5.8): Accuracy, Precision, Recall and F-Measure for hotel and book domain
using K-NN classifier with k=1.

Domain Accuracy Precision Recall F-measure
Hotel 72.45% 69.96% 78.70% 74.07%
Book 76.15% 73.04% 82.90% 77.66%

5.3.4 Unsupervised approach

5.3.4.1 Lexicon Baseline

A simple lexicon based approach is considered as baseline in our experiments. In this
approach, Arabic sentiment dictionary is taken to retrieve the polarity of all the
words extracted from the review document. Then, it sums up the total number of

positive and negative polarity of all the words of the document; if the total number of

positive polarity is greater than total negative polarity value, then the positive
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polarity was assigned to the document and vice versa. Table (5.9) shows the
confusion matrix for lexicon baseline classification approach. The correct positive
number classified by the system is 622 in hotel domain and 673 in book domain.
And, The correct negative number classified by the system is 703 in hotel domain
and 765 in book domain. The false positive number in hotel and book domain are
297 and 235 respectively. The false negative number in hotel and book domain are
378 and 327 respectively. Table (5.10) shows the f-measure of 64.83% of the hotel
review dataset and 70.55% of the book review dataset. We notice that f-measure
result using lexicon baseline method is not applicable, because the feature extraction
process doesn't exist. Also, detection opinion words based on the adjective words

exists in the lexicons is not enough to determine the overall polarity of the review.

Table (5.9): Confusion matrix table for hotel and book domain using lexicon
baseline.

Domain N=2000 Positive Negative
iti 22 2
Hotel Positive 6 97
Negative 378 703
Positive 673 235
Book
Negative 327 765

Table (5.10): Accuracy, Precision, Recall and F-Measure for hotel and book domain

using lexicon baseline.

Domain Accuracy Precision Recall F-measure
Hotel 66.25% 67.68% 62.20% 64.83%
Book 71.90% 74.12% 67.30% 70.55%

5.3.4.2 Ontology Baseline

In this experimental setting, we extract the features with noun tag from the review
documents; further, extracted features are matched in the ontology to select only the
product features. Then, get the opinion words corresponding to the features extracted

from previous step. Next, Arabic sentiment lexicon is used to get the polarity of the
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opinion words. Finally, the overall polarity review is determined. Table (5.11) shows
the confusion matrix for ontology baseline classification approach. The correct
positive number classified by the system is 810 in hotel domain and 746 in book
domain. And, The correct negative number classified by the system is 713 in hotel
domain and 839 in book domain. The false positive number in hotel and book
domain are 287 and 161 respectively. The false negative number in hotel and book
domain are 190 and 254 respectively. Table (5.12) shows the f-measure of 77.25%
of hotel and 78.24% of book review dataset respectively. We notice that
incorporating ontology information during the feature extraction process from the
corpus improves the performance from 64.83% to 77.25% in hotel domain and in
book domain from 70.55% to 78.24%.

Table (5.11): Confusion matrix table for hotel and book domain using ontology
baseline.

Domain N=2000 Positive Negative
Hotel Positive 810 287
Negative 190 713
Positiv 746 161
Book ositive
Negative 254 839

Table (5.12): Accuracy, Precision, Recall and F-Measure for hotel and book domain

using ontology baseline.

Domain Accuracy Precision Recall F-measure
Hotel 78.20% 73.84% 81.00% 77.25%
Book 79.25% 82.25% 74.60% 78.24%

5.3.4.3 Ontology with Important Features

This experiment is to investigate the effect of considering the importance feature in
determining the overall polarity of the review. This approach is similar to previous
approach; we consider the importance of the feature by looking at the level of match
of the feature in the domain specific ontology. Table (5.13) shows the confusion
matrix for ontology with consider important features classification approach. The
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correct positive number classified by the system is 838 in hotel domain and 755 in
book domain. And, The correct negative number classified by the system is 712 in
hotel domain and 848 in book domain. The false positive number in hotel and book
domain are 288 and 158 respectively. The false negative number in hotel and book

domain are 162 and 239 respectively.

The results for this method for hotel and book datasets shown in Table (5.14). We
found that our method improves the performance of the opinion mining methods by
considering the importance of the features. f-measure improves from 77.25% to
78.83% for hotel review dataset, and from 78.24% to 79.18% in book review dataset.
Figure (5.4) shows the sample semantic orientation of an review using our method in

java tool.

Table (5.13): Confusion matrix table for hotel and book domain using ontology with
consider important features.

Domain N=2000 Positive Negative
Hotel Positive 838 288
Negative 162 712
Positive 755 158
Book
Negative 239 848

Table (5.14): Accuracy, Precision, Recall and F-Measure for hotel and book domain
using ontology with consider the important features.

Domain Accuracy Precision Recall F-measure
Hotel 79.85% 74.42% 83.80% 78.83%
Book 80.15% 82.69% 75.96% 79.18%
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Figure (5.9): The semantic orientation of an review in java tool .

5.4 Discussing the Performance

Table (5.15) presents the f-measure results of all the methods with two hotel and
book datasets. In unsupervised learning experiments, the dictionary baseline method
gives the f-measure of 64.83% in hotel review dataset and 70.55% for book review
dataset. Next, the f-measure is improved using ontology baseline method by
incorporating domain specific ontology to get only domain related features. For
example, f-measure is increased from 64.83% to 77.25% (+12.42%) for the hotel
review dataset, also increased from 70.55% to 78.24% (+7.69) for book review
dataset. Further, the performance improves the efficiency of the opinion mining
classification by considering the importance of the features. F-measure improves
from 77.25% to 78.83% (+1.58%) for hotel review dataset and from %78.24 to 79.18
%(+0.94%) for book review dataset. We conclude, by adding two factor h and ¢ in

our formula, improve the performance of opinion mining classification.

In order to evaluate the performance, we use three supervised learning algorithms
such as DT, NB and K-NN classifiers. These classifiers did not give the desired
results and f-measures doesn't exceed the 74.07% in hotel and 77.66% in book
datasets. Figure (5.10) shows the chart of f-measures for all experiments.
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Table (5.4): F-Measure (In %) of various methods on different datasets.

Method Hotel Book
Decision Tree 60.35% 65.09%
Naive Bayes 70.04% 72.71%
K-NN with k=1 74.07% 77.66%
Dictionary Baseline 64.83% 70.55%
Ontology Baseline 77.25% 78.24%
Ontology with important feature 78.83% 79.18%

F-Measure for Hotel And Book Domain
90.00%
759.18% TB.B3%

m Decision Tree

m MNaiveBayes

m k-NN k=1

m Dictionary Baseline

m Unsupervised Ontology Baseline
m Ontology with important feature

BOOK HOTEL

B0.00%

70.00%

60.00%

50.00%

40.00%

30.00%

20.00%

10.00%

0.00%

Figure (5.4): Chart to compare different opinion mining methods.
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5.5 Summarization

Finally, after completing the summarization process mentioned in section (4.11), we

put the summarization results into the ontology to get other advantage form the

ontology tree created. The figure (5.11) and (5.12) shown an example of summary of

feature in a hotel and book domain respectively.
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Figure 5.6): Summarization for “4s,” feature in book domain.

5.6 Subjective Evaluation

Because the result of classification is not enough, we want to know whether the
system has extracted the feature correctly. Because that, we need someone have

expert to evaluate feature and opinion extraction process with it’s polarity.

We manually evaluate our method using recall and precision formula that shown in
section (4.13). We select randomly 100 reviews for each product features in both
domains and manual extract tuple (feature, opinion, polarity) for the reviews with the
help of someone who has experience. We choose two product features in hotel
domain, such as: “4 2> “room” and “axks”, “restaurant” and two product feature in

book domain ‘411, “novel and “4xl1”, “language”. Table (5.16) shows the review
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in the first column that need to extract tuple from it. In the second column present the
feature extracted from the review. Opinion and polarity about feature presented in the
third and fourth column respectively. The five column shows the domain name for

the review.

Table (5.5): Manual extract tuple (feature, opinion, polarity) in specific domain.

Review Feature | Opinion | Polarity Domain
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Table 5.6): Recall, precision and F-measure for feature, opinion and polarity
generation for two product features in hotel domain.

No. of No. of
Features tuple system Correct Recall Precision F-Measure
extracted tuple system
by Extracted
Human
“E 78 70 64 82.05% 91.43% 86.49%
paae 76 69 60 78.95% 86.96% 82.76%

Table (5.7): Recall, precision and F-measure for feature, opinion and polarity
generation for two product features in book domain.

Features No. of No. of
tuple system Correct Recall Precision F-Measure
extracted tuple system
by Extracted
Human
s 80 73 67 83.75% 91.78% 87.58%
= 69 58 54 78.26% 93.10% 85.04%

5.6.1 Conclusion

Tables (5.17) and (5.18) shows the recall and precision result for hotel and book

domain in two distinct product features. Column 1, lists of each product features.

Column 2, number of tuple generated manually. Column 3, number of tuple

generated by our system. Columns 4, number of correct tuple generated by our

system.Columns 5 and 6 give the recall and precision of our method generation for

each product feature. We notice from the results that our system has good recall and

precision in predicting of features with their opinion. The average f-measure of

product features in hotel and book domain is 84.62% and 86.31% respectively.

Results show us the effectiveness of our method.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

Research in opinion mining has been very limited for the Arabic language at feature-
level classification. In this work, we proposed approach work at feature level opinion
mining classification to detect polarity of Arabic opinion reviews. Furthermore, we
combined our approach with ontology information to give better opinion mining
classification performance. Using ontology in our method has several advantages,
such as extract explicit product features from the review, also to determine the
important features from the review, and to generate feature-based summary. Our
approach is very applicable for any product domain that requires a domain name and
number of level of the ontology parameter and using ConceptNet and WordNet

databases to automatically construct domain specific ontology tree.

All the experiments are performed on two Arabic review datasets, namely, hotels and
books. The data were collected from the websites, obtaining a total of 2000 reviews
in both hotel and book domain with equal number of positive and negative reviews.
We notice from our experiments that our method improves the performance over
supervised and unsupervised approaches. Furthermore, we have produced
summarization product reviews, to provide a feature-based summary of a large
number of customer reviews. Subjective evaluation results indicate that the proposed

method are very effective in feature and opinion extraction process.

6.2 Future works

In the future works, discovering methods to enrich the the ontology. Extract ontology
from reviews is also a big task to deal with in future. We wan to use Web Ontology
Language (OWL) to represent ontology and represent concept and feature. Also, we
want to take more benefit from the ontology by expanding our ontology by more
than one ontology to improve the performance. Also, we want to incorporate our
method with supervised classification approaches. We need to apply our method in
different domains such as mobile, computer and cars etc. Also, we want to use more

than one public Arabic lexicon to improve the performance. We will try to apply the
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light stemming technique for our datasets. Evaluate the performance of our method
used large data set. Evaluating the effectiveness of feature and opinion extraction

process used more than two features.
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